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It is clear that “there is,cSnsiderable phohologfcal
i ) R N .
. \ . .
variatiQn in conversational speech, and that wordsemay be
realized with various pronunciations depénding -on the speake},

the rate.of speech, and the lihguistic environments, such as

surrouhding consonants, vowels, boundaries, and stress pat-

f

Y . terns.

P

MUC%_Qf this pronunciation-variation is_systemétic,
be!captured in st

and ‘can atements of general phonologicdl

rules. Th?‘use of phe;olegical rﬁleE.tO‘expand'a speech
.understqﬁ&ieg eystem lexicon and to enhence word Qerifica—
tion procedures has been discussed elsewhere, including |
'earlief papere in this session by Cook and Woods and Zue|[2,3],
| Onelafea which has received relatively little attention
%feﬂthe study of\frequency of occurrence of rule applicaéion
e . AN

N ” . -UQ . . ’ 3 1 )
4 as reflected in natural continuous speeéch, and the estimation

/ of actual rule application probabilities. The'problem'hqs‘a

fﬂ been that a large body'of carefully tran

scribed speech data,
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Mﬁcﬂ was. necesgary for sta 'stically:iil}able results, had

not.been available previously,

- 3]

nor were rule-testing mech-

anisms avallable which would efficiently find the total num—

-

ber of rule appllqatlonlen a glven phonologlcal(env1ronment

as compared with the total number_of occurrences. of thak

-

environment. . . ‘

o
) .

The purpose of this paper is
. : L ' . ‘ .
e {l1) ..to descfi@e such a speech data base and rule-testing

. ey,
n o .
B

. and rule-application counting mechanisms; -

‘ ’ ‘to show_that the frequency of rule application de-
‘pends not only on,phpnological environments, but

also on frequency of occurrence of specific words;
. ' 3 . j —_—

L .

and ‘ ' | )
. | (3) to suggest how th1s relatlonshlp between .rule ap~.:
‘ _ﬁ." pllcatlon and word frequency might be represented -7 )
) »;.. in the lexicon and/phonologlcal rule component of

o
Ll . . |

a speech understanding system. : 8 o 's

A ?ata base of MOre than 35 natural speech discourses, _ ’

inCludi&? monologues, interviews»and man-machine protocols,

, N + has been\carefully transcribed and computer-coded at SCRL

'us1ng a quasl phonemlc alphabet known as the ARPAbet The

such as
-3

/ R
segment insertion, deletion and/substitutlon, but does not

transcr1ptlon includes phonologlpal 1nformatlog

inctude phonetic detail suchas/nasalization or aspiration.
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; j - - In addition to this large, phon mic ‘data base, excerpts
_ /‘ from several disgourses. have been firanscribed and computer=

coded using .a phonetic symbol seﬁ_ hich includes more de-

'R

", ‘*‘tailed information guch as.nasaliflation, aébiratioh, vowel
., raising, etc. - s
’%ﬁ A subset of these two data ases was,used in the work

descrlbed in this paper. The da a were sorted into alphabetlc

lists, so that each laxical ent$' w@s associated with its

. , ‘. i ) . . , ; ) , ) . , N e
. .~ various discdéurse pronunciations A minimal and phonologi-.?

cally reasonable set of base forTs’(i.e. input strihgs to
.the phopological rules) was then edited into the entries.
N »

The result resembles an expanded. pronouncing lexicon - - -
‘ \‘:’ ‘, v . . e, ) .
i.e. a lexical éntry, base form(s);, and various actual

discourse pfoﬁunciations. This lexicon will bé called a
. diécourse lexicon.
: The ;ple?testing and rule application mechanisms were
developed by Dave Brill at SCRL, and are extensions to the
Bobrow-Fraser .rule-tester [1T. The Bdbrow—Ffaser rule-

| ‘ tester allows for definition of context-sensitive rules of
‘ ‘ _ :

the tyTe shown in Flgure 1.

\ .
The rule states that W g?éomes X'in the context of Y

\

on the @eft and Z on the rlght:wl.e. Y W Z2 => Y X Z;/ The

% ' v - case of| X = f# (null) is an instance of deletion, W = f§ is
an instance of .insertion, and W # X # # is an instance of
| S — : .
| . _

substit&tion. S

) .
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"ﬁ\i The SCRL modifications allo#(the user to specify

~ N “

(a) a rule or set oflrules;}and o /

. - (b) a discourse lexicon, - o /
9 o ;nd to match the pronunciationswqenerated by %ule with the
actualApronunciations in thé discourse..lAn 7Lamplevof the
. . 'ougput is shown in Figure 2. / ' -
- ~ Rule R102 consists of the ordered conciatenation of three
rules (not shown here) wmich - A S
(a) '‘zeduce 1 stress ‘to ﬁwétress; ' o
(b) ‘change all § stress vowels to’ é/ (AX) ;

.‘\ . R )
(c) delete word—final /d/ after //.

ThlS comp051ta rule R102 is applied ﬁo the base form posited

for each lex1cé§ entry, and the resul 1ng derlved form is

®

matched a ainst the reall?ed dlscour e forms. -*For example,
? \

i

R102 is applled t the base form for "and," and produces the
R .

derived form AXN - (AE IND => AEND ~> AXND => AXN) " | .

/

This derived form is checkeéd against the 7% realiza-

‘tions of "and," with the result that NOT (no transformatron)

- !

occurred 12 times (i.e. tho‘realized form matches the base

»

form); TRA (transformation) occurred 6 times; (i.e. the

realized form,matchES the derived form), and SOT (some other

transformation) occurred 57 times; (i.e. the stru¢tural condi-
\ b \
- X N3 ' \\
‘tiohs for the rule are met, but some other rule must have ap-

plied, because neither the base form nor the derived form

o

- match these realized forms).




A summary list.of this information_iS'alsd provided.fof
. the entire diééoﬁrse lexicon, és‘sho@n in Figure 3. For thev
'_lexical'éntry "and" there are 12 instances of NOT, 6 of TRA,
and 57 of SOT. BT - ,
Using £§is rule—application-counting mechanism,riaréé
.boaies of spéécﬁ data can be analyzed,.and'frequéncy of rule
applicatibn statfsticévcan be accumulated.
To illustrq;e”the relationship between frequency of
_rulé agﬁliCatio; and‘the.disfribution of rule application wiﬁﬁ
. feépect to specifiCIWQrds, é single rule was tested against
“diSCOQrse data»frbm 25 speakers. Figure 4 shows the rela—‘ >
tionship between@fﬁé number of times.a rule applies, the |
/number of times it can apply, and the numbef of words to which
it applied. ) |
- The rule that was tested involved aélefion'of word-final
v}t//or//d/ following /n/. The spéech data was made up of
27,239 tokens (realizations of words) which represented

3,519 types (different.words). Of these, 1,925 tokens e

(129 types) contained underlying /-nt/ or /—né/aclusters,

i.ef the basé form met the strﬁctural cbnditions of the deiéL
tionArule. Theré were 650 instances (lli types) of no dele-
tion, and 123 cases (30 types) in which it was not cleaf that
de;etion had.occurred (é.g. éccurreqces‘of /2/ or degemihation

.of {3} # {g} clusters across“word boundaries). That is,

@
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34% cf‘the tokens showed. no deletion, ‘60% underwent‘deletion,

. A » , , ,

and 6% underwent some other transformation. It should be

- noted that these figures,are independent of the specific words
\ .

which are 1nput strings to the rules.
Flgure 5 111ustrates how the frequency of appIibatlon of

the rule is related to spe "1c words to whlch\\he rqle can

apply' There were 1146 occ rrences of the lexical 1tem "and",
whose/;nderlylng form meets the,condltlons of the /t d/ dele~
tion rule. «0f these, 970 occurrences showed deletlon, and
'173 did.nct. That is, the single lexical\iiem "and" repfer
sented only 4% of the total number of tokens inethe‘data
b%se, but accocnted for 84% of ell occurrepces of deletion.
The’delerion rule is yariabie in'ifs,application,‘as
indicared here. ’On the other hand,‘rhe‘process'cf/naséli)
zation appears .to occur uniformly WHenever the apbropriate

\
A} : ! g
context occurs, i.e. whenever a nasal’ followg a vowel, the

vowel is nasalized. " In the phoneticaliy transcribed data from

three speakers, 417 words (tokens), there were 129 occurrences

[

of the context for nasalization, and I29 occurrences of nasal-
\

izéti&n, i.e. the rule‘appliedVIOO%-of the time.
It jshould be noted“that it might seem obvious that iowerf

level fleature implementation/such as nasalization should be

‘more "regular," or "less optional," but that does not alWays
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Cdecurred. /

" seem to be true either., Certain low-level feature imple-

mentation rules such as stop insertion between nasals and
tricatives (e.qg. "something".reaiiéed with inserted /p/.

or "lepgth" realized withoinserte§/7k/)'do'oot occur witb such
regularity.v ' (

.Tbese two types of rudle application_so;;esk that when
applying the notion of "probability of role application" to |
automatic speecﬁ recognition problems, two measures must be
considered, both:of which can be obtained osing the
data base and ruleFtesting‘mechanisms just deSCribed.

| Qne:measure is an-estimate of“probability'of application
of a rule jiven téat the Zinguisticmcontext'required by the

ryle-occurred. In actual system developmemt, a large body .

of data based on the system lexicon and protocols, and po-

_te t1al system users, could be processed to g}Ve accurate

et

system-specific flgyres.

The second measure is an estimate of the probability |
of application of a rule, given that a particular word
(satisfying the linaguistic context required by the rule) .

\ _ ; / eqr §

/ / o v

v -

e The dlfference between these two measures was seen in

Figures 4 and'S«' The probablllty that /t, d/ deletlon would

occur glven that the context occurred is 1152/1925 = .6.

The,prObablilty that deletlon,would-occur~given that the

“word "and"foccurred is 970/1146 = .85. If "and" ispremoved

©

from the data base, an estimate of .the probability that

o M
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deletion'&odld apﬁly given that the context occurféd would
.be 182/779”= .23. " |

These two measurss\can then be evaluated'to determine
how thé phonoloéical variation described by the rules can

be represented in a given system.

For example, if the probability of “application, éiven
the Eppropriate context, is high (e.g. ﬁasélizafion), then’
it can be éoﬁsidered a general process which does'not'havé
to be refleéEéé\individually ih each lexicalbitem but can .
be applied at another level, e.g. in the analysis-by-synthesis
procédufe deséribed in this session. by Cook.

If application of a rule appears to be highly word-
dependeﬁt (e.g. /t,d/ deletion on "and"), ‘then the pronun-
ciation variant associated with that rule could be repre-
sented direétly in the lexical entry with a high iikelihood,n
such tﬁat it would bhe posited ﬁiﬁé& in a word.hypothesis
and vérification scheme.v

Aﬂthough the speech data desgribed here have been

~carefully transcribed conversational séeech,.the samé rule-
testipg and rule—appiication mechanisms-éan be useq/with
computer transcriptiops_which reflect 9935 phqng}béical
variation a;a variation due to machine re&dgnition error.
Since both kindF of variation efféct%%ély loqk the samé to
the h{gher levels of speech recanition systems, Lhis infor-
~mation may actually be of more immediate beneit;\ﬁh\system

development. V, . _ : : .

N S

ek s s AL < s e s




ACKNOWLEDGEMENT |
: ™~
This research was supported in part by the Defense
. Advanced Research Projects Agency through Contract . .
N00014-73-C-0221 administered by the Mathematical and

Information Sciences'Division of the Office of Naval

Research.!

REFERENCES
\\ . . . . .
[1] Bobrow, D. G. and J. B. Fraser, "A Phonolggical Rule
Tester," Comm. ACM, Volume 11, Novembeﬁy 1968,

pp. 766-772.

[2] Cook, C., "Word Verification in a Speech Understanding

Q ' System, " Cbnfe?encé Record, IEEE Internationéi.Confer—
nce on Acoustics,  Speech, and Signal Proce#;ing, Phila-
llphia, April 1976, pp. 553-556. (IEEE g#t. No. |
76CH1067-8ASSP) ._Q//ﬁ ‘ _— // |

“T?T ‘Woods, W. A., and V. W. Zue,'"biclionafy/ExpansionIvia

¢

Phonological Rulzs for a Speech Uﬁderstandinq System, "
v N ] .

v

Conference Record,

iEEE Inte#national Conference on
| . .

- Acoustics, Speech and Signaﬁ Processing, Philadelphia,
. . ' ’ A
April, 1976, pp. 561-564. (IEEE Cat. No. 76CH1067-8ASSP)

&

P “




\ : . o
W=—> X/VY-1

wHere: W, X,Y,Z, SEGMENTS
—— BECOMES
/. UNDER THE ENVIRONMENT
- | POSITION OCCUPIED BY FHE.SEGMENT
: UNDER QUESTION (1.,E., X) ,
7 ~ Note: X=10 DELETION
W=0 INSERTION
W#X#0 suBsTITUTION
Fieure 1 | |
FORMAT OF CONTEXT-SENSITIVE PHONOLOGICAL RULES.
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o 'BASE =
i CDRVD =
A R102:
N RLZD =
TRA 1
| SOT 1
~AND |
| BASE =
i . DRVD =
' R102:
RLZD =
O NOT 12
~ TRA 6
SOT 20
C 30
5
7 1
) 1
© ANGELES
| ) =
. v R102: |
\ RLZD =
SOT 3

AE:lN
AXN
AXN
EN
AE: IND
AXN
”,&imk
//%XN"‘
N
~AEN
OEHN
IXN
 EHND
AE : 2NJHEHLEHS
AE : 2NJHAXLAXS

AE : 2NJHAXLIHS

SAMPLE OUTPUT OF APPLYING RULE R102 To DISCOURSE LEXICON
~_ AND COMPARING BASE FORMS, DERIVED FORMS, AND REALIZED FORMS.
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© DaTa Base: - 25 SPEAKERS ‘
v - 27,239 Tokens -
. > 3,519 Tvypes )
" DeLeTron RULE:.{;.}::g> B/ Nt
/ o . n

.  Base Form MEETS CONDITIONS, o 1925 7129
. - -, No DELETION Co 650 - 111
DELETION T 1152, 45

A, g . P
FIGURE 4 - ;

AR NUMBER OF REALIZATIONS‘(TOKENS) COMPARED WITH MUMBER OF
.. . . * DIFFERENT WORDS (TYPES)- TO WHICH RULE APPLIES»
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| ~ .No peLeTioN 173 :
’ . DELETION 970
OTHER | 3

- AND REPRES@NTS-Q.ZivTOTAL_TOKENS (1146/27,239) .
AND AccounTs FQR{8Q.Q% TOTAL CASES OF DELETIoN (970/1152).
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